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Glossary of Terms

The Glossary of Terms presents an overview of terminology used but not fully expanded upon in the text.

**Artificial Intelligence (AI):** a multi-disciplinary subject, involving methodologies and techniques from various fundamental disciplines such as mathematics, engineering, natural science, computer science, and linguistics, to name a few. Over the last few decades, AI has evolved into a number of technological areas such as planning, natural language processing, speech processing, machine learning, vision recognition, neural networks and robotics, among others.

**Machine Learning:** Machine learning is an application of AI algorithms that provides systems with the ability to automatically learn and improve from past experiences without being explicitly programmed. ML focuses on allowing computers to learn automatically without human intervention, a process that involves ML algorithms built on mathematical models that are based on sample or ‘training data’ in order to make predictions or decisions. While machine learning has a long history, the ability to apply complex mathematical calculations to big data (faster and with more repetitions) is a more recent development. Machine learning is a subset of the broader field of AI.

**Neural Networks:** A network of algorithms designed to recognize patterns. Neural networks are computing systems made of numerous simple, interconnected processing elements that respond to external inputs (loosely modeled after the neuronal structure of the brain). They can interpret sensory data through a type of perception to label or cluster inputs, and are most often used to help cluster and classify data, and group unlabelled data according to similarities among the inputs. These systems learn to perform tasks by considering examples without specific programming (by analyzing example data).

**Deep Learning:** an AI field closely associated with the use of artificial neural networks. Deep Learning refers to the depth of multiple layers or stacks of neural networks.

**Natural Language Processing (NLP):** Technology used to aid computers in understanding human natural language. NLP is a type of AI involved in the interaction between computers and humans, using natural (rather than coding) language with an objective to read, decipher, and understand the languages. The majority of NLP techniques utilize machine learning in this process. Examples of NLP include language translation applications, digitized call-centre applications that can respond to requests, and digital personal assistants such as Siri or Alexa.

**Machine Vision:** A field of technologies and methods used to provide imaging-based automatic inspection and analysis. This may refer to software, hardware, integrated systems and methods to integrate technology to solve physical, medical or industrial problems. Machine Vision often employs cameras, analog-to-digital conversion and signals processing, and can be described as giving a computer the ability to see. This field has rapidly developed through the use of specialized neural networks to help machines identify and understand images.

**Robotics:** The branch of science that deals with the development of robots, or machines that can substitute humans or replicate human actions. If AI acts as a ‘brain,’ robotics would refer to the ‘body.’

---

Artificial General Intelligence (also known as AGI or Strong AI): An artificial-intelligence construct (or level of AI) that has mental capabilities and functions that mimic the human brain. In practice, this would be the ability of a machine to perform any task that a human can. Philosophically, this could refer to any AI system that acts like it has a mind. While it might be theoretically possible to replicate the functioning of a human brain, this level of complexity remains far beyond our current reach. Some AI experts believe that this level of capability (and even beyond it to a super consciousness or ‘Singularity’) is inevitable given exponential developments in the field, while others believe that Generalized AI (or AGI) will never be reached given that human intelligence is multidimensional and that the human brain is impossible to model.

Artificial Narrow Intelligence (also known as ANI or Weak AI): AI that is focused on one narrow task. Digital AI assistants like Siri or Alexa are examples of this narrow intelligence, as they are highly limited to pre-defined functions. For these applications, there is no self-awareness and genuine intelligence that can operate outside of the pre-determined use cases. In some cases, this could be seen as ‘Assistive AI’ or the automation of specific tasks via technology or novel software developments. It often relies on the use of vast amounts of data coupled with predictive analytics and machine learning to develop algorithms. Examples of ANI at work include AI embedded in self-driving cars, predictive text, Spotify’s ‘made for you’ playlists, and facial recognition. These more limited or dedicated functions represent what is possible with today’s AI technology.

Automation: The use of technology to automate a process or procedure to be performed with minimal human assistance. This can refer to physical means (for example, hydraulics, mechanical, or pneumatic) or digital processes (using electrical devices and computers). Typically, complicated systems use a combination of these techniques.

Robotic Process Automation (RPA): The automation of business workflows or processes that emulate human interactions within a user interface (emulating the functioning of human tasks such as cursor moves or button clicking). It can be used for implementing actions from an ‘AI’ brain. This can sometimes incorporate machine learning and deep-learning algorithms.

Explainable AI: A growing field in machine learning that aims to address how AI decisions are made (to peer through the black box decision-making algorithms). It is sometimes referred to as transparent artificial intelligence and often includes a level of traceability or auditability. It involves the examination of the steps or models used by an AI making a decision and may involve questions like why an AI makes a specific prediction or decision, why it did or did not pursue another pathway, and why the predictive decisions have succeeded or failed. A simplistic comparison to human activity would be to ‘show your work’ in a math problem.

Some efforts in this area (explainability) focus on using machine-learning algorithms that are inherently explainable, such as simple decision trees or classification models that involve traceability and transparency (without sacrificing too much performance or accuracy). It is much more challenging to explain the operations of more powerful algorithms where there may be a trade-off between performance, accuracy and explainability. Like humans, neural networks make mistakes and it can be challenging for us to understand how they have failed, given the inability for the AI to communicate the decision-making processes itself.

---
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Executive Summary

Artificial Intelligence (AI) is frequently identified as one of the most promising areas of technological development. The ability to generate efficiencies, identify hidden patterns or insights, and automate tasks combine to create a transformative technology that may fundamentally alter both the labour market and business operations. Although progress in the field of AI has fluctuated since its inception, we are increasingly witnessing its potential across the economy and labour market. Prior to the 2008 recession, for many businesses the notion of AI and, in some cases, even basic automation existed more as a concept rather than a tool. Yet, following this period of significant economic downturn, businesses around the world began actively looking to AI and applying it to real-life challenges, which ended up boosting productivity and labour demand. Here, AI began to develop roots in our economy and its development accelerated when combined with increased network connectivity, the availability and affordability of powerful sensors, the advent of big data, and the exponential growth of computational power.

The growing reliance on AI—even in the rudimentary sense of automation and assistive technology—brings with it not only opportunities but significant questions about labour market disruption. This includes concerns about labour augmentation and changes related to skill needs, capabilities, and the tasks and responsibilities of workers.

In this context, ICTC’s AI Labour Augmentation Model showcases which occupations are most likely to be augmented by AI. This is done by examining how prone to augmentation a number of occupations are or will be in the future. While the overall “risk” of augmentation increased notably for many roles since the 2008 recession as more businesses began leveraging AI and assistive technology, there are a number of important nuances as to which jobs will be impacted, who is working in these roles, and what correlation this has with wages. For example, although many low-wage jobs, such as customer-service representatives or entry-level administrative roles can be augmented by AI, augmentation does not rest solely with occupations in low-wage brackets. In fact, ICTC’s AI Labour Augmentation Model finds that a number of high-wage occupations, such as auditors or financial analysts, for example, are equally susceptible to augmentation.
AI brings immense potential to reshape the Canadian labour market and transform business practices. However, as AI continues to disrupt on many levels, it is critical to develop strategies to ensure that its benefits are not divisive; that it is deployed and used responsibly. This guiding ethical framework coupled with the growing importance and demand for explainability must be at the core of every discussion on AI. This ethical framework is currently an area in which Canada excels and can continue to showcase leadership on a global level. Maintaining this momentum is crucial.

In the process of assessing and understanding the potential benefits of AI, labour market changes and shifting skill needs are at the centre of the debate. Investigating and understanding labour augmentation and rapidly-developing skill needs brought on by AI will be crucial. The knowledge derived from this research is needed today to develop the training and upskilling pathways that Canadians can utilize to prepare themselves for the future. This understanding combined with advancing Canada’s leadership in the space of ethical and explainable AI form the ingredients needed for a Canadian AI strategy that is inclusive, transparent and truly innovative.
Introduction and Background

Artificial Intelligence (AI) is a rapidly growing field that has benefited from the convergence of different information technologies and the broader digitization of the world around us. The ubiquity and increasing performance of sensors, computational power, connectivity, data storage, and advanced software algorithms have combined to enable AI developments that have long been merely imagined. This study highlights the growth and impact of AI in Canada through an examination of trends in AI development, Canadian strengths in this field, socioeconomic impacts and labour changes, and the potential application of AI across a variety of sectors.

During the research process, ICTC examined a variety of data sources, including Stats Canada, O*NET, and OECD iLibrary to gain a rudimentary understanding of the different types of AI, their applications across the economy, and their ability to impact the labour market. This was combined with invaluable insights extracted from in-depth Key Informant Interviews (KIs) with subject-matter experts in the field of AI along with feedback and insights gained from a project-advisory committee that assessed and validated findings. This combination of research supported the overall findings of this report as well as the creation of the AI Labour Augmentation Model, which classifies how likely a number of Canadian occupations are to be augmented by AI.

Given that this is still a nascent market in Canada with many organizations just now ramping up activities, a forecast for employment is not provided in this report due to challenges ensuring base-level reliability and accuracy. ICTC will continue to monitor and evaluate these trends, capturing data on labour-market changes and skill needs relevant to future short and long-term employment demand. The overall aim of this mixed-method engagement was to examine the opportunities that AI can offer across the Canadian economy while also highlighting future skill needs and augmentation that will be driven by the increasing implementation of AI.

➤ **Section I** provides an explanation of two important types of AI: Artificial General Intelligence (AGI) and Artificial Narrow Intelligence (ANI).

➤ **Section II** examines the concepts of AI-enabled labour productivity and paints a picture of the Canadian AI ecosystem. It highlights regional hubs, showcases trends in public and private investments in AI, and tracks the growth of AI companies reflected in industry collaborations and projects.

➤ **Section III** explores labour market trends in AI-related positions, such as future job growth and wages.

➤ **Section IV** provides an in-depth analysis of ICTC’s AI Labour Augmentation Model, highlighting the Canadian occupations most likely to be impacted by AI. Demographic, wage, and historical analyses of the AI Augmentation Score are presented.

➤ **Section V** offers snapshots of AI applications and opportunities across a variety of strategic growth sectors in Canada.

➤ **Section VI** investigates the concepts of transparency, ethics, and explainability in AI, highlighting Canada’s strengths and opportunities for global leadership in this area.
WHAT IS AI AND HOW WILL IT CHANGE THE NATURE OF WORK?

AI is the science of designing computer systems that exhibit characteristics associated with human intelligence. This includes learning, thinking, reasoning, strategizing, and problem-solving. While its conceptual origins date back to the 1950s, the field of AI has continued to evolve over the years, with periods of rapid development alternating with years of relative stagnation.

AI is a multi-disciplinary subject that involves methodologies and techniques from various fields, including mathematics, engineering, natural science, computer science, and linguistics. Over the last few decades, we have seen the continued evolution of AI activities such as machine learning and neural networks. These techniques have benefited different areas of application, like natural language processing, speech processing, and robotics, to name a few. AI-empowered applications like these have subsequently been applied to a range of industries, including finance, manufacturing, health, and clean technology.

However, while “AI” is often categorized as one sole concept, there is an enormous difference between artificial general intelligence (AGI or “strong AI”) and artificial narrow intelligence (ANI or “weak AI”). Strong AI refers to genuine machine intelligence that is capable of generating original solutions to a wide range of problems and situations, similar or superior in creativity and versatility to the human mind. Since these machines would be capable of rapidly programming themselves, many speculate that the arrival of AGI could quickly be followed by a period of exponential growth in machine intelligence, or as some call it “Technological Singularity.” Although experts vary in their estimates, the general consensus seems to be that we are likely still many years away from the development and everyday use of a generalized (strong) AI, and some speculate that it may never arrive at all.
On the other hand, narrow (or weak) AI already impacts many aspects of our society and economy. Narrow AI is utilized in the development of assistive technologies as simple as your smartphone’s auto-filling text, Spotify’s “made for you” playlists, automated scheduling reminders, or smart thermostats. In contrast to “strong AI,” “weak” or narrow AI is not truly capable of solving a diverse set of cognitive problems like a human; rather, its intelligence is context-dependent and limited to addressing specific challenges.

While narrow AI may not be capable of tackling all original or complex problems, its economic impacts have already been profound. This type of AI is perhaps best thought of as an important but incremental step in the decades-running IT revolution. Consider that it took roughly 50 years from Michael Faraday’s invention of the electric dynamo in 1831 to Edison’s invention of the incandescent bulb. From there, it was another 50 years until half of US households had electrical wiring in their homes, and another 25 years passed before the consumer electrics proliferation of the 1950s. Analogously, over three decades ago, economist Robert Solow quipped that “you can see the computer age everywhere but in the productivity statistics”; but fast-forward to 2011 where venture capitalist Marc Andreessen declared “software is eating the world.” Since the 2008 global economic recession, we have seen exponential growth in connectivity, data generation and collection, computational power and software sophistication. Much of this growth is attributed to narrow AI.

As it is unclear when or if we will reach the full theoretical potential of strong or generalized AI, this paper provides an understanding of the impact and labour augmentation of narrow AI—including machine learning and predictive analytics—often employed in the development of assistive technologies.
AI AROUND THE WORLD AND IN CANADA – WHERE DO WE STAND?

Globally, the field of AI is fast-growing and the excitement for its future potential is evidenced, in part, by its growing adoption and implementation. Over the last few years, the number of companies emerging in this space, or that are incorporating AI tools into their existing operations in an effort to boost productivity, has risen dramatically.

A recent study from Boston Consulting Group (BCG) investigated the adoption of AI across seven countries. In its analysis, this study found that approximately 40-50% of companies operating in these countries are considered “active players” when it comes to developing AI pilots or adopting AI to meet business needs. Similarly, a recent study by PwC built on the primary assumption that AI will drive productivity gains by automating business processes found that substantial economic gains are likely to occur as a result of AI. This study projected that AI adoption and implementation will lead to economic gains across the economy, totaling an additional 10% in GDP across all industries by 2030.

Canada’s Biggest Strength in AI: Innovative, Ethical and Responsible Research

Canada shows significant strength in the area of AI-related research and is frequently identified among the global leaders in this space. As early as 1982, Canadian researchers began thinking about the ways in which AI would impact both the Canadian and global economy, and how it would fundamentally alter our way of life. That year, the Canadian Institute for Advanced Research (CIFAR) was developed, allowing researchers to work across disciplines in the area of AI. Under this organization, groups like Learning in Machines & Brains have produced some of the most cited research in AI in the world. Key examples of world-renowned publications from CIFAR researchers include a number of deep-learning studies from AI pioneers such as Yoshia Bengio and Geoffrey Hinton. Other key researchers in this space include Joelle Pineau, head of the Facebook AI Research lab in Montreal and thought leader on challenges related to AI and data-driven systems, as well as AI Impact Alliance founder Valentine Goddard, lawyer and recognized expert on the ethical and social implications of AI.

---

14across consumer, energy, financial services, health care, industrial, technology, media, telecom, and professional services.
17https://valentinegoddard.com/
Canada’s journey in AI research does not end with CIFAR but extends far beyond those borders. Growth and investment in this area has led to the creation of innovative research think tanks and institutes around the country along with the emergence of leadership in discussions of ethics, responsibility and transparency.

This work allowed Canada to be among the first countries to announce the development and framing of a national strategy for AI in the spring of 2017. Backed by an investment of $125 million over five years, Canada aims to increase the number of highly-skilled researchers and graduates, enhance research capabilities and collaboration, and demonstrate global leadership in AI.

A year later in 2018, a study by the newly-minted organization Element AI highlighted that Canada was third in the world when it came to the concentration of AI researchers. At this rate, Canada far surpassed countries like France and Germany, which have long been considered leaders in this space. A year later, the spring of 2019 saw the announcement of Canada’s Digital Charter, a document that lays the foundation of rules to govern the digital sphere in Canada, including but not limited to key technologies like AI.

Canadian efforts in the development of AI research as well as ethical AI spearheaded by important developments like the Montreal Declaration are also showcased in industry outputs themselves. A 2018 study surveying large, medium and small AI companies around the world found that Canadian companies had the highest proportion of AI ethics committees in the world. Key players, including Microsoft Canada, have aimed to become industry leaders in ethics, privacy and the societal implications of this technology, while others, such as Amazon and Salesforce, have funded federal research into ‘algorithmic fairness’ and created new roles, such as ‘ethical AI architects’ and ‘chief ethical and human use officers.’

The depth of Canada's efforts in ethical AI is a reflection of the historic strength of research in the field. While ethical considerations are often highlighted in research, public policy, regulations, and corporate strategies, it is also needed in the workplace for the responsible development of the technology. Canada is growing its presence in this space and making significant inroads into the discussion of top considerations that shape and steer the development of the technology around the world. Key clusters of activity are rapidly developing across the country to support the evolution of this research and solidify Canada's leadership role in the space. The following offers a snapshot of top jurisdictions in Canada that are spearheading these discussions.

---

Montreal

Montreal is a global leader for AI research, with notable strengths in the area of Deep Learning. SCALE.AI, the body behind Canada’s AI innovation supercluster, focuses especially on research related to supply chains and logistics, helping Canadian companies utilize and benefit from the technology. A beneficiary of the SCALE.AI cluster, Local Line is a Canadian online food wholesale and logistics company. With funds from the supercluster, Local Line is currently developing a project whose aim is to reduce transportation costs for farmers and generate efficiencies via the use of AI algorithms to forecast shipping dates. Another example of an innovative SCALE.AI project is one run by Ray-Mont Logistics, whose goal is to utilize AI to develop a smart shipping terminal.22

The Montreal Institute for Learning Algorithms (MILA): a Home to Over 300 AI Researchers

The Montreal Institute for Learning Algorithms (MILA) is a fast-emerging global leader in the AI space. MILA is comprised of over 300 researchers and doctoral students in AI-related fields, tackling topics like deep learning, deep nets, computer vision, neural networks and more. Currently, MILA possesses the largest concentration of AI researchers in the world.23

The strong AI research capabilities available at Montreal-based institutions like MILA have contributed to the establishment of other research labs like Element AI, the Facebook AI Research lab and Samsung’s AI Research Centre.

Element AI is a leading research organization that partners with multinational businesses to provide consulting services around cybersecurity, financial services, insurance, supply chains, and manufacturing. IVADO Labs, also based in Montreal, is an AI service whose aim is to more effectively move advanced AI technologies from academia to commercialized products. Facebook’s AI Research lab produces fundamental research ranging from national security, to media, and medical imaging. Lastly, Samsung’s AI Centre in Montreal focuses on research in machine learning, language understanding, and the next generation of semi-conductor development.24
Toronto

Toronto is another world-class centre of expertise for AI, backed by academic institutions like the University of Toronto (U of T). U of T offers a variety of program options, including Computer Science with a Minor in AI engineering, a number of AI certificates, a Master’s of Management Analytics, and Canada’s first engineering undergraduate program in machine intelligence. With this wide array of AI-based educational options, U of T leads in areas like AI integration with engineering, data analytics, and computer hardware optimization for AI.25

Toronto is also home to a large and fast-growing tech sector. Recently, real estate consultancy CBRE identified Toronto as the fastest-growing tech market in North America,26 with the highest concentration of AI start-ups in the world.27 Institutions and organizations like the Vector Institute, Uber AI Labs, and Nvidia’s AI Research Lab have emerged from the growing AI market and research space cultivated in Toronto over the last number of years.

The Vector Institute: A Pillar of Toronto’s Growing AI Industry

The Vector Institute is notable for attracting top global talent for research in deep learning and machine learning, including Geoffrey Hinton, a global pioneer in machine learning. Geoffrey is world-renowned for his ground-breaking work in artificial neural networks. Vector’s co-founder and Director of Research, Richard Zemel, is a highly-cited computer scientist and professor, well-known for his knowledge in machine learning and computer vision.

Over the last few years, the Vector Institute has developed partnerships with major corporations such as Scotiabank, RBC, BMO, TD, Google, Accenture, Loblaw, and Shopify to work on a number of different initiatives, including the prevention of financial crimes via the utilization of AI methodologies and algorithms to improve cybersecurity.

---


Edmonton is also considered a top Canadian leader in AI research and, in particular, machine learning. The Alberta Machine Intelligence Institute (AMII) currently hosts some of the world’s most globally-recognized experts in machine intelligence, and the University of Alberta is a top producer of academic papers on this subject. While initially, $100 million over five years was promised to AMII for research and commercialization, the recent Alberta budget announced only $35 million to “bring Alberta technologies to market” in sectors including artificial intelligence.

Edmonton also possesses significant strengths in the field of reinforcement learning. Notable highlights in this area includes the development of the Reinforcement Learning and Artificial Intelligence (RLAI) Lab, as well as the expansion of Google’s DeepMind research office. With Edmonton becoming the home to DeepMind’s first ever international office in 2018, the city was ranked third globally for AI and Machine Learning Research and fourth in Canada for Computer Science research.

The University of Alberta: A Global Leader in AI Education

The University of Alberta was recently named one of the three hubs for the Pan-Canadian AI Strategy. Announced in the 2017 Federal budget, this $125 million strategy focuses on bringing together Canadian AI experts and researchers to enhance Canada’s thought leadership on the economic, policy and legal implications of AI, among other topics.

In existence for more than 50 years, the Department of Computing Science at the University of Alberta is one of the largest and longest-running computer science departments in Canada. The university’s strengths in the field of AI span from applications of the technology to the development of theories of intelligence.

Edmonton also possesses significant strengths in the field of reinforcement learning. Notable highlights in this area includes the development of the Reinforcement Learning and Artificial Intelligence (RLAI) Lab, as well as the expansion of Google’s DeepMind research office. With Edmonton becoming the home to DeepMind’s first ever international office in 2018, the city was ranked third globally for AI and Machine Learning Research and fourth in Canada for Computer Science research.

---


Canada’s Growing AI Industry

In large part due to substantial strength in research and development, the proliferation of home-grown businesses in the AI space has been notable. Anchored in research by one of Montreal’s AI leaders—Element AI—who to date raised over $300 million in funding and grown to approximately 250 employees, Figure 1 showcases a nearly 30% increase in active AI-related startups in Canada from 2017-2018. Top examples of Canadian AI startups showing substantial growth in the Canadian marketplace and internationally include Ottawa’s MindBridge Ai and Vancouver’s Finn.ai.

Figure 1: Number of active Canadian AI Start ups existing in Canada, 2017 and 2018

At the same time, major international tech companies with a strong basis in AI have also recently been establishing operations in Canada. Montreal and Toronto have also seen significant recent investments from AI leaders like Google, Uber, Facebook and Nvidia.

In its recent study on the Canadian AI ecosystem, Element AI also estimated the presence of 50 large multinational organizations with an AI-related focus in Canada in 2018. This represents a growth of 150% from the previous year, showcasing that international AI-based companies are increasingly viewing Canada as a top destination for investment and AI talent.

In the example of Facebook, the existing Montreal Research lab is expected to see staff expansion of 300% over the coming years to accommodate 60 new employees in addition to the existing 20. Similarly, Uber has announced that it will be investing over $200 million in its Toronto operations over five years, with the aim of expanding their existing research lab focused on self-driving cars. Lastly, Nvidia opened its Toronto office building on the acquisition of a company called TransGaming. Currently employing approximately 50 staff, the company aims to quickly triple the volume of its AI research staff. To date, it has contributed to the development of Toronto’s AI research community via an investment of $5 million in the Vector Institute for AI.

---

Venture Capital and Corporate Investments

The strength and potential of Canada’s burgeoning AI sector is also evidenced by the growth in venture capital investments directed towards Canadian AI companies, helping them shape, grow and mature.

Venture capital (VC) investment oriented towards earlier-stage startups is a useful metric for measuring the growth potential of a company, but increasingly we are seeing growing corporate investments and acquisitions in the Canadian AI space, which suggests a maturing ecosystem. With startups scaling, more and more, corporate actors are interested in acquiring strong research and talent along with innovative products, services, and intellectual property.\(^\text{34}\)

In 2018, VC funding for Canadian AI businesses increased by approximately 50% from the previous year, with companies raising $418 million (USD).\(^\text{35}\)


AI AND THE LABOUR MARKET – GROWING LABOUR DEMAND & SHIFTING SKILL NEEDS

As noted by ICTC’s most recent demand forecast, over 305,000 workers will be required across the Canadian digital economy by 2023.\(^36\) Access to a highly-skilled talent base is a critical competitive advantage for the Canadian AI industry and key to its successful growth.

Industry growth and lucrative salaries speak to the strong demand for AI talent globally. Industry analysts and researchers at Indeed.com report that demand for roles such as machine learning engineers, data scientists, and computational linguists have doubled over the last two to three years,\(^37,38\) and AI job postings overall rose by 29% from 2018 to 2019.\(^39\) Similarly, researchers at LinkedIn found that the number of postings for machine learning engineers and data scientists grew nearly 10 times and more than 6 times respectively, in recent years.\(^40\)

This growing demand for skilled talent capable of working in AI applications and projects further accentuates the need for effective and proactive educational and training programs that can address this need.

---

The Demand for AI Talent

While skills and competencies for top AI roles can vary, according to research from Paysa 35% of all AI positions require a PhD, with another 26% requiring a Master’s degree. Although advanced degrees for these roles appear necessary, AI specialists, such as machine learning engineers or deep learning engineers needed to solve the most pressing challenges, are also currently in short supply, both in Canada and around the world.

For example, Element AI estimates that globally there exist fewer than 10,000 people that possess the skills necessary to tackle the critical AI research needed for the creation of high-tech developments like self-driving cars. Moreover, the demand for this kind of talent, although currently not extensive, comes with a substantial price tag. According to the New York Times’ investigations of major tech companies, the wages of some of the most prestigious AI specialists in the US can range from $300,000 to $500,000 (USD) annually, with many of these companies hiring top academics and professors on a part-time basis. In 2017, six out of 20 AI professors at the University of Washington were on leave or partial leave, working in industry, and many of the top engineering and computer science programs at other institutions such as Stanford and Carnegie Mellon University have seen significant departures of researchers in recent years due to high—and growing—industry demand.

Rising Labour Demand Among Specific Roles and Skillsets

While demand for AI talent is high overall, certain areas of the field have seen higher growth than others. Figure 3 showcases a substantial increase in AI-related job postings in the US from 2015 to 2017 but accentuates the need in areas like machine learning and especially deep learning. During this three-year period, the demand for talent with deep learning roles grew by 34 times.

Figure 3: Growth of job openings by AI skills

Source: AI Index 2018

---

ICTC’s consultations with Canadian AI experts identified the growing demand for AI talent that can develop new applications of AI and assess unexpected use cases or opportunities. These competencies were identified as needed across sectors, regardless of the type of AI being developed or utilized.

Specifically, ICTC’s consultations with Canadian experts in the field highlighted the following five roles as examples of jobs that will be increasingly in-demand with growing AI adoption in Canada:

**DATA ENGINEERS**

Develops, builds, tests and maintains software architectures (such as databases or large-scale processing systems)

Critical skills/responsibilities

- Methodical engineering of data processes
- Data cleaning/verification
- Ability to connect different systems together (scripting languages and tools)
- Ability to recommend and implement solutions to improve data reliability, efficiency and quality.
- Software skills in tools like: SAP, Oracle, Cassandra, MySQL, Redis, Riak, PostgreSQL, MongoDB, neo4j, Hive, and Sqoop

**DATA STEWARDS**

A role within an organization responsible for planning, implementing and managing the sourcing, use and maintenance of data assets in an organization

Critical skills/responsibilities

- Ability to develop and document procedures, guidelines and governance for data access and use.
- Coordination of efforts with data custodians or data administrators or other staff to plan and execute data usage or initiatives.
- Acts as a central point of contact for complex data usage, often assigning decisions rights and enforcing accountability.
- Protecting data with responsibilities for privacy, security and risk management.

**BUSINESS ANALYSTS**

Use data analysis to make strategic business decisions. Often involves identifying business needs, the problems faced, and how to optimize operations

Critical skills/responsibilities

- Experience working with senior decision makers
- Strong communication/interpersonal skills
- Analytical background (including strong Excel skills)
- Financial modelling, planning, monitoring.
- Defining business requirements and reporting them back to stakeholders

---

DATA SCIENTISTS

Cleans, shapes, and organizes big or unstructured data. Often performs descriptive statistics and analysis to develop insights or build models to address business challenges

Critical skills/responsibilities

- Data visualization
- Data storytelling
- Machine Learning
- Business Understanding
- Programming languages such as: SPSS, R, Python, SAS, Stata and Julia\(^5\)

APPLICATION DEVELOPERS

This role could include creating, maintaining and implementing source code and solutions that make up the program. This often involves looking at the software product across all aspects (rather than just the backend)

Critical skills/responsibilities

- Communication and co-ordination to convey ideas to coders, internal teams and management.
- Creativity to handle new problems and develop solutions
- Problem-solving skills to make decisions to move a project forward or to address client issues
- Technical skills – to understand different computer languages and utilize technical knowledge when bringing these projects together\(^3\)

The arms-race to acquire AI talent is a global phenomenon, characterized by a highly mobile labour force recruited from industry and research institutions. This labour demand continues to be seen in the areas of research, data science, and a number of other occupations that drive and support this ecosystem, with top examples of in-demand jobs noted above.

However, one important observation made by ICTC’s interviewees and advisory committee centred on the notion of competency in use of AI vs. design. That is, while AI-related technical skills in data science, coding, and specific machine learning methodologies are currently in-demand and will remain highly valuable, AI may eventually be commodified, turning into ‘AI-as-a-Service’ or an ‘AI-in-a-box’ software. In this scenario, once the best algorithms in the world are widely accessible, the emphasis will be on using, rather than designing AI. If the demand for workers capable of understanding how to use AI tools eventually outstrips the demand for workers who develop the tools themselves, this may fundamentally redefine the meaning of an “AI worker”.


The following section presents the results of ICTC’s AI Labour Augmentation Model, which ranks Canadian occupations by their likelihood of being augmented by AI. The AI Labour Augmentation Model was derived by rating the skills, competencies or tasks of Canadian occupations by their suitability for AI augmentation or impact. Using data obtained from the US Department of Labor and in-depth feedback on skill needs and AI capabilities provided via interviews with experts and the advisory committee, 160 different skills and risk-scores have been linked to occupations. A collection of top skill categories most susceptible to augmentation from AI can be found in Appendix IV. By aggregating the risk-scores for each important skill to every occupation, an ‘AI Augmentation’ score has been generated for each occupation. For a deeper methodological description, including research limitations, please see Appendix III.
Most Augmentable Occupations

Utilizing the methodology noted above, Table 1 represents 10 of the occupations most likely to be augmented by AI. The AI Augmentation percentile indicates the raw score for each occupation (where the highest score is 10 and the lowest is 0.) The higher the augmentation score, the more likely it is that the occupation can be augmented with AI technology. This score is designed to highlight occupations that are highly likely to be transformed and, as a result, which workers may need to adopt new skills and competencies, including increased digital literacy and competence. Although other occupations in key spaces—including natural resources, manufacturing, supply chain management and logistics—will also be subject to augmentation due to the growing adoption of AI, the following represents the occupations most immediately impacted in the near-term.

<table>
<thead>
<tr>
<th>Table 1: 10 AI Augmentable Occupations</th>
<th>AI Impact Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accounting technicians and bookkeepers</td>
<td>10</td>
</tr>
<tr>
<td>Data entry clerks</td>
<td>9.8</td>
</tr>
<tr>
<td>Payroll administrators</td>
<td>9.7</td>
</tr>
<tr>
<td>Health information management occupations</td>
<td>9.6</td>
</tr>
<tr>
<td>Executive assistants</td>
<td>9.5</td>
</tr>
<tr>
<td>Court reporters, medical transcriptionists and related occupations</td>
<td>9.4</td>
</tr>
<tr>
<td>Administrative assistants</td>
<td>9.3</td>
</tr>
<tr>
<td>Medical administrative assistants</td>
<td>9.2</td>
</tr>
<tr>
<td>Financial auditors and accountants</td>
<td>9.1</td>
</tr>
<tr>
<td>Shippers and receivers</td>
<td>8.6</td>
</tr>
</tbody>
</table>

Source: ICTC, 2019

Generally, occupations related to administrative or simple information processing as well as physical inspection occupations are highly vulnerable to augmentation by AI. Here, skills such as simple number facility, memorization, and visualization were rated as highly likely to be disrupted by AI according to ICTC’s subject-matter experts.

While many of these jobs are on the lower-skilled spectrum, certain high-skilled jobs are also likely to face augmentation in the coming years. Take the example of financial auditors. In theory, there are many components of the auditing profession that can be augmented with AI (e.g. completing balance sheets, preparing statements, etc.). However, there are also some aspects of this occupation—particularly when providing complex consulting services and advice—that require judgement calls using a more qualitative level of analysis and an ability to interact with and effectively respond to the needs of the client in real-time. The emotional intelligence, interpersonal skills, complex decision-making, and management done by financial auditing professionals prevents them from being fully automated by AI, while still bearing the high potential for augmentation.

Risk scores for each of the 160 separate skills can also be provided upon request.
Employment History: AI-augmentable Jobs and Their Ability to Bounce Back from 2008 Economic Downturn

Following the adage of “never let a good crisis go to waste,” the aftermath of the 2008 global financial crisis saw businesses quickly restructure and revisit business models and processes. The employment layoffs of 2008-09 were mostly not refilled once the economy bounced back. Instead, many businesses used this downturn as an opportunity to pivot from labour-intensive production models to capital-intensive models. Commentators called the recovery following the 2008 recession a ’jobless recovery.’ To an extent, this may have reflected the implementation of assistive technologies backed by narrow AI. Here, businesses used economic disruption as an opportunity to alter business processes for greater machine-driven efficiency.

As evidenced by Figure 4 below, occupations with above-average AI Augmentation scores are seen to not only be growing slower than their counterparts since 2001, but their rate of growth slowed even further following the 2008 global recession when a structural shift in labour-intensive production models occurred. This showcases the normalized growth of the top and bottom half of occupations, according to their AI Augmentation scores. The gap between the two trend lines widens significantly following 2009 and becomes more pronounced. Of all AI Augmentable roles, the 10% of occupations with the highest AI Augmentation Scores have essentially shown no growth in employment since the global financial crisis in 2008-09.

Lastly, offering further evidence of a structural shift following the 2008 recession, there appears to be a relationship between AI Augmentation scores and the average annual growth rate from 2008-2018. On average, a 10-point increase in the AI Augmentation score decreases the annual growth rate by 0.28% (equivalently, moving from the lowest to highest-score occupation decreases the expected annual growth by 2.8%). However, while a statistically significant negative relationship between the AI Augmentation score and employment exists from 2008-2018, there was no relationship between these two variables between 2001-2008.

56Normalized time series values are presented as a proportion of their 2001 value. This enables us to more plainly observe the relative growth and increasing difference over time.
AI Augmentation & Wages: What is the Relationship?

The general assumption when it comes to AI augmentation is that low-wage jobs (and therefore assumed to be low-skilled) are most vulnerable, whereas high-wage roles are, generally speaking, not. Although skills that were rated as poorly suited for AI (originality, people management, and conflict resolution) were associated with high-wages, and more repetitive skills, rudimentary communication and numerical skills were rated as highly AI augmentable and associated with lower salaries, there are examples of high-wage, high-skill jobs that can be augmented by AI.

Consultations with experts emphasized that roles more likely to be immediately augmented by AI would be on the lower-skilled end, but this is not always the case. While the augmentable nature of the financial auditor was already briefly discussed, consider the civil engineering technologist, a relatively high-wage job. While not all aspects of this role are augmentable by AI, many tasks involving computer-assisted design (CAD) and providing standard costing estimates are augmentable. The table below are examples of high-wage, oftentimes high-skilled roles that are also relatively highly susceptible to AI augmentation.

<table>
<thead>
<tr>
<th>Table 2: High wage AI Augmentable Occupations</th>
<th>AI Impact Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health information management occupations</td>
<td>9.6</td>
</tr>
<tr>
<td>Financial auditors and accountants</td>
<td>9.1</td>
</tr>
<tr>
<td>Database analysts and data administrators</td>
<td>8.3</td>
</tr>
<tr>
<td>Financial and investment analysts</td>
<td>8</td>
</tr>
<tr>
<td>Civil engineering technologists and technicians</td>
<td>8.1</td>
</tr>
<tr>
<td>Assessors, valuators and appraisers</td>
<td>8.1</td>
</tr>
<tr>
<td>Computer network technicians</td>
<td>7.6</td>
</tr>
</tbody>
</table>

Source: ICTC, 2019
Health information management professionals tend to have relatively high wages in relation to their AI Augmentation Score (about 6% higher than the average Canadian wage in 2018). Health information management occupations perform tasks like classifying diseases, maintaining health records, and preparing medical statistics.

Figure 5 shows the normalized Canadian employment trend for Health Information Management Occupations vs. the General Economy. The occupation began rapidly declining in employment even before the 2008 recession. Since 2005, wages have increased while employment has declined. This inverse correlation indicates a shift in the underlying characteristics of the occupation from low-skill components (which have been replaced by AI) towards higher-skill components that AI cannot perform.

**Figure 5: Health Information Management Occupations vs General Economy**

Source: ICTC, 2019
Augmentation and Gender: What’s the Relationship?

While augmentation from AI impacts a number of occupations, also noteworthy is the relationship between occupations most suitable for augmentation by AI and gender. Currently, women are much more likely to be employed in occupations with high AI Augmentation scores.

Figure 6 shows that nearly 70% of workers in occupations within the top quartile of AI Augmentation scores are women. Furthermore, all of the top 10 most AI augmentable occupations disproportionately employ women, ranging from a low of 73% for data entry clerks to 96% among health information management occupations.

*Figure 6: Percent Female by AI Impact Score*

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-25th</td>
<td>38%</td>
</tr>
<tr>
<td>25-50th</td>
<td>44%</td>
</tr>
<tr>
<td>50-75th</td>
<td>41%</td>
</tr>
<tr>
<td>75-100th</td>
<td>69%</td>
</tr>
</tbody>
</table>

Source: ICTC, 2019
OCCUPANCIES: Opportunity Occupations: Least Likely to be Augmentable by AI

Although many occupations are augmentable by AI, there are also a number of occupations that are less likely to be impacted—at least in the near-term. Occupations more likely to be ‘safe’ from AI augmentation involve the need to exercise qualitative decision-making and management, higher levels of human interaction, working with complex scenarios or different groups of stakeholders to harvest data, extract meaning and potentially even propose solutions.

Building Augmentation-Resistant Skills

Based on a combination of consultations with experts holding a background in research and/or product development in the AI space and secondary research on past augmentation and displacement trends, ICTC identifies the following skill categories as most resistant to AI-led augmentation.

1. Advanced Originality: the ability to exercise creativity and flexibility to develop unusual and/or unique and innovative ideas about a given topic or situation, including the ability to uncover new problem-solving methods.

2. Advanced Administration and Management: the ability to apply advanced business and management principles related to strategic planning, resource allocation, human resources modeling, leadership techniques, and production methods.

3. Advanced Sales and Marketing: the ability to actively and creatively apply principles and methods for showing, promoting, and selling products or services. This includes marketing strategy and tactics, product demonstration, sales techniques, and sales control systems.

4. Critical Thinking: the use of advanced logic and reasoning to identify the strengths, weaknesses and new opportunities related to alternative solutions, conclusions or approaches to problems.

5. Active Learning: the ability to distill new information and exercise understanding of its various implications, for both current and future problem-solving and decision-making.

6. Flexible Learning Strategies: selecting and using training/instructional methods and procedures appropriate for each unique situation, in the process of learning or teaching new things.

7. Social Perceptiveness: an advanced awareness of others, including potential reactions, triggers, and pain points, coupled with an understanding or desire to understand why they exist.

8. Complex Problem Solving: the ability to identify, label and decipher complex problems and review related information to develop and evaluate options and implement solutions.

9. Operations Analysis: the ability to analyze specific needs and product requirements to create a design.

10. Troubleshooting: the ability to identify and determine causes of operating errors, and craft solutions or strategies to remedy the problems.
11 Systems Evaluation: the identification of measures or indicators tied to system performance and the determination of actions needed to improve or correct performance, relative to the goals of the system.

12 Developing Objectives and Strategies: the ability to establish long-range objectives and specify the strategies and actions needed to achieve them.

13 Establishing and Maintaining Interpersonal Relationships: developing constructive, collaborative and cooperative relationships with others, and maintaining them over time.

14 Assisting and Caring for Others: providing personal assistance, medical attention, emotional support, or other personal care to others including coworkers, customers, or patients.

15 Resolving Conflicts and Negotiating with Others: the ability to uncover and understand the root cause of conflicts, handle complaints, settle and mediate disputes, resolve grievances and conflicts, or otherwise negotiating with others.

As one might expect, there are more skills, knowledge areas, and work activities that are resistant to AI augmentation by narrow AI than those that likely to be augmented. In the longer term, almost all of these skills could be affected by sufficiently advanced AI, but this was not true in the recent past and is unlikely to be true in the near future.

Using these skill categories, a snapshot of 10 AI augmentation-resistant occupations are shown in Table 3 below.

<table>
<thead>
<tr>
<th>Table 3: 10 AI Augmentation Resistant Roles</th>
<th>AI Augmentation Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychologists</td>
<td>2.7</td>
</tr>
<tr>
<td>Registered nurses and registered psychiatric nurses</td>
<td>2.6</td>
</tr>
<tr>
<td>Paramedical occupations</td>
<td>2.1</td>
</tr>
<tr>
<td>Senior managers - financial, communications and other business services</td>
<td>2.0</td>
</tr>
<tr>
<td>Dentists</td>
<td>1.9</td>
</tr>
<tr>
<td>Professional occupations in religion</td>
<td>1.8</td>
</tr>
<tr>
<td>Senior government managers and officials</td>
<td>1.7</td>
</tr>
<tr>
<td>School principals and administrators of elementary and secondary education</td>
<td>1.4</td>
</tr>
<tr>
<td>Commissioned police officers</td>
<td>1.3</td>
</tr>
<tr>
<td>Legislators</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Source: ICTC, 2019
With the ability of AI to augment the tasks and requirements of many roles across the economy comes the need for continuous learning and training. Lifelong learning and upskilling will help current workers prepare themselves for changes brought on by the technology and capitalize on those needs.
AI IN STRATEGIC SECTORS

While AI is often associated with the tech sector and global leaders such as Google, Nvidia, IBM, Microsoft, Apple, and Facebook, it is important to understand that these technologies are not limited to any single sector and go far beyond traditional applications in high-technology industries. Instead, with broader digitization of the economy and growing trends in data availability and connectivity, the presence of AI is increasingly seen across a number of sectors of the economy.

In this section:

- Agri-foods & Food-tech
- Health and Biotech
- Clean Resources
- Advanced Manufacturing
Agri-foods & Food-tech

Agri-foods & food-tech is a combination of agriculture and technology subsectors, including animal genetics, industrial bioproducts, advanced crop cultivation techniques, and others. An increasingly data-driven field, agri-foods & food-tech businesses can utilize data science tools and predictive analytics to maximize yields or optimize transportation logistics. Moreover, the use of AI and other innovations is growing in this sector, largely in response to challenges of climate change, population growth, and food security concerns. In fact, highlighting this increasing reliance on technology to drive solutions in this space, a study from Goldman Sachs estimates that AI-powered precision farming could eventually result in a 70% yield increase worldwide by 2050.

One example encountered during interviews with experts in this study was the potential of machine learning and machine vision/imaging to allow for quicker and more cost-effective identification of crop disease and soil sample testing. The use of drones and automated image processing for identifying disease patterns (rather than relying on manual labour) can be an opportunity for significant cost savings for agriculture businesses.

Machine Vision for Better Food Processing and Sorting

Machine vision and AI analytics are finding applications in food processing, with companies using this technology to train cameras to identify key characteristics of food production in different lighting conditions. This is something that helps sort out products that do not meet specifications in size or colour, or could be contaminated.

Other companies utilize sensors and machine learning models to learn to identify foreign material contaminants or poor-quality produce. Coupled with data visualization technology, these results can be displayed on a dashboard used by human operators when sorting crops and providing the necessary information to move the crops onto a conveyor for processing.

With this technological intervention, produce inspectors and machinery operators will need training on interpreting the data presented by the AI software, helping them make better and more informed decisions based on that information.

AI applications can also create opportunities for assisted decision-making by helping farmers decide when to harvest crops and how to maximize supply-chain decisions via better estimates of expiry timelines. In such cases, AI can supplement the human decision-maker who possesses experience and domain knowledge with additional data-driven insights. Even if an AI program can identify a diseased crop, a decision will be required as to which actions to take from there—whether to harvest the crop, spray it, or simply destroy it. Although a technology will not replace the years of experience, knowledge of best practices, and domain knowledge of agricultural workers and farmers, the integration of AI into the agri-foods & food-tech arena will bring forth new opportunities and efficiencies as well as the need for training and upskilling.

Health and Biotech

For the purposes of this study, health and biotech refers to healthcare equipment and services, pharmaceuticals, biotechnology and life sciences. The ability of AI to process and analyze vast amounts of data will have a significant impact on the healthcare sectors and medical occupations in the future, with areas like pathology, dermatology and radiology set to see some of the most notable changes.

New AI-Driven Healthcare Monitoring: Microsoft’s InnerEye

Microsoft’s InnerEye system is a healthcare application that monitors patients for cancer treatments. The InnerEye research project uses two AI branches, machine learning and computer vision to identify cancerous growths in a human body.

Typically, image contouring (building a model of the organ from imaging) is done manually and is both time-intensive and expensive. AI, however, is able to augment and automate aspects of this process, allowing medical experts to focus on more detailed tasks, such as editing the models and refining results.

Supplementing human expertise, the AI system is trained to identify relevant images and then create a 3D model of a patient’s organs for the medical team to examine.

Another example of how AI can supplement or assist existing workers in this field is via simulations of drug interactions and proteins, something that can shorten the time and cost of developing new drugs. AI can assist scientists in the identification and synthesis of new molecules in labs, speeding the drug discovery process. Machine learning and automation can autonomously change parameters of a reaction to achieve optimal results. In this example, a robotic laboratory in the UK was able to identify an optimum manufacturing process after 26 hours. In contrast, a conventional approach would have taken scientists approximately two weeks of experimentation to achieve similar results.  

AI software is also likely to impact the administrative aspects of medical jobs. AI software is already augmenting many administrative or information-management roles in the healthcare sector. American-based startup IQVIA uses Natural Language Processing technology and other machine learning analytics to combine unstructured data with electronic medical records, information on clinical trials and other medical documents. This provides insights about compliance with industry and legal standards without reading through each individual record.

Another example is 3M’s machine learning algorithm trained to search through medical reports to facilitate better coding and labeling of reports related to diseases, treatments and delivered services. This kind of development aids in the discovery of what is needed for internal classification codes, while higher levels of automation of medical coding can help eliminate backlogs of reports, eventually allowing for quicker and more efficient medical billing.

---

Clean Resources

Clean resources refer to the extraction or use of natural resources in a way that is carbon-neutral and environmentally-positive. Canada is an internationally-recognized leader in resource extraction but, in the context of climate change, there are great opportunities for using AI to improve performance and environmental outcomes in this sector.

Examples of companies using AI and machine learning for mineral exploration include Goldspot Discoveries and Kore Geosystems. These businesses utilize technologies to look at global mining trends as well as patterns in geological data to predict the best resource locations. In addition to newer entrants, some of the largest mining companies, such as Newmont Goldcorp, are utilizing AI tools, such as IBM Watson, to sort through vast amounts of geological information to improve their targeting.

In addition to forestry applications, AI is also increasingly used by clean technology companies around the world, particularly in renewable power generation. For example, NextEra Energy in the US relies on machine learning to improve efficiency and boost energy generation productivity. In this case, predictive abilities help identify unusual patterns of equipment operations, reducing downtime and disruption. At the same time, AI is also assisting alternative energy companies optimize their efficiency from solar panels and windfarms, and to balance power grid energy usage to reduce the consumption of fossil fuels.

Another example of AI impacting cleantech is the development of new materials (for example, advanced batteries, solar cells, low-energy semiconductors, and catalysts for CO2 capture). Here, AI can reduce the need for labour intensive trial-and-error experimentation and allow researchers to focus on creative tasks. This can provide faster results and less wasted labour and supply inputs, which can be the costliest aspect of these experiments.

---

Advanced manufacturing refers to the blend of traditional manufacturing processes and procedures with digital technologies. Increasingly, the use of technology in the manufacturing sector is seen as a method of enhancing productivity, boosting output and generating efficiencies that are essential to remaining competitive in an increasingly global and connected economy.

AI is already impacting the manufacturing sector in many different ways. It can be used to optimize manufacturing supply chains, and help companies anticipate, predict and plan for market changes. The ability to do this is a significant advantage for businesses in manufacturing because it helps them move from a reactionary mindset to truly a strategic one.

AI is also changing this sector with ‘generative design software,’ which is an algorithm that describes restrictions and parameters in the manufacturing process.68 This can include material types, available production methods, budget limitations and time constraints. The algorithm helps by exploring all possible configurations and suggests the best solutions.

Supply chains are expected to benefit significantly from the integration and adoption of AI. The three biggest cost drivers for any supply chain are the following: inventory carrying costs, transportation, and labour. Using predictive analytics and AI-enabled projections could cause a business to reduce its overall inventory levels, cutting the cost of transportation. At the same time, improved sorting and storing techniques driven by AI can help employees work more efficiently when receiving, storing, replenishing and shipping stock.

AI ETHICS AND TRANSPARENCY

The irony is that the more we design artificial intelligence technology that successfully mimics humans, the more AI learns in the way that we do—with all of our biases and limitations.

— Suresh Venkatasubramanian Associate professor in the University of Utah’s School of Computing

While the possibilities that AI can usher in has created excitement and optimism, there has also been a corresponding growth in the concern over the potential impacts of this technology on the economy and civil society in general.

In many ways, it is tempting to place substantial trust in AI, treating it as a neutral or unbiased intelligence built entirely on logic and facts. However, given that AI is ultimately a human construction—that is, programmed and finely tuned by human beings—these systems reflect human beliefs, biases, social norms and values. For example, if AI is trained using unrepresentative input data (a selection bias accidentally measuring only a specific subset of an audience instead of the whole, making the data sample unrepresentative of the total population), the subsequent perceptions and recommendations could function to reinforce existing inequalities. Unrepresentative data can result in seemingly highly ‘accurate’ or credible output that is, however, invalid due to biases in the input data.
Further, the current lack of diversity among AI researchers also introduces biases. Globally, it is estimated that women represent about 12% of AI researchers and about 6% of mobile application and software developers.69 A lack of diversity among these professionals, means that AI outputs reflect narrow views and blind spots.

A common but questionable narrative is that algorithms lead to more informed or accurate decisions, as they are based on data rather than human instinct.70 People may assign a higher degree of trust to digital or numerical systems versus human-driven systems, however, it can be argued that this trust is flawed due to inherent uncertainties regarding where and how data is generated, who is capturing the data, and even who is deciding what to capture in those datasets. Given that all of these decisions are ultimately made by humans, it is inevitable that biases are captured in those datasets, and they get propagated into the system.71

Increasingly, we are seeing examples of how algorithms, automated decision-making, and AI are resulting in biased outcomes. One of the most common examples rests with the analysis of racial disparities in predictions for bond risk scores in the judicial system. By comparing risk scores to actual criminal activity, the analysis concluded that AI software was twice as likely to falsely label black defendants as future criminals than white defendants.72

Other similar examples include the profiling of African Americans by face-recognition networks used in law enforcement, due to the disproportionate representation of African Americans in mugshot databases,73 or Asians being nearly twice as likely to be charged higher prices from SAT preparation services due to geographically-biased pricing.74

AI and Gender Biases: The Case of the Amazon Recruiting Engine

Making global headlines, Amazon’s machine learning specialists found that their recruiting engine did not rate candidates for software developer jobs and other technical posts in a gender-neutral way.

Instead, the automated tool was trained to vet applicants by observing patterns found in resumes submitted to the company over the last decade, where the sample of applicants was predominantly male. As a result of the narrow and biased data sample, this system taught itself that male candidates were in fact preferable for these roles, and ended up downgrading graduates from all-women colleges.

Although it was an unintended consequence—and attempts were made to edit the program and correct these logic errors—there was no guarantee that the engine would not devise other forms of discriminatory sorting. As a result, this project was ultimately terminated, and the team disbanded.75

Efforts to Address Ethical AI Issues

More and more, companies are reacting to the ethical challenges and concerns surrounding AI, including a number of notable efforts to address issues like sampling bias caused by oversampling, content moderation, and the development of advisory committees to monitor and validate results.

A well-known example resulted from the criticism of Facebook for its actions in regard to user privacy and dealing with bad actors on the platform. Since identified, Facebook aimed to develop initiatives based on ethical AI use, such as developing an Applied Machine Learning group tasked with removing spam from newsfeeds, searching for fake accounts, and addressing content moderation concerns. Through these mechanisms, Facebook hopes that it will be able to reduce the amount of offensive and damaging content that is sorted by human content moderators.76

AI Ethics Advisory Boards: A Good Idea that Requires Careful Member Selection

Increased scrutiny coupled with the growing possibilities of AI have led to many large tech companies expanding their research operations in the area of the ethical use of AI. Examples of these efforts include funding independent researchers on this topic, creating ethics advisory boards, developing industry-wide collaborations for ethics standards, and collaborating with universities to expand the number of roles related to ethical considerations.

However, some have criticized these efforts as insufficient and ultimately failing to reflect diversity and address existing inequalities in society.77 For example, Google ultimately ended up disbanding their AI ethics board over controversies and resignations related to its membership, including one member’s previous campaigns against anti-discrimination laws for LGBTQ groups and expressed skepticism of climate change.78

In addition to these boards requiring a careful selection process, some have pointed to the possibility that AI ethics advisory committees will ultimately act as defences against stronger calls for regulation of the technology. For example, when researchers discover harmful uses of AI, the companies that develop the technology may point at boards and charters as evidence to deflect criticisms and harmful intent. While the development of these boards and committees are important to provide oversight and verification, they must ultimately be carefully selected and framed with clear guidelines and responsibilities.

Some remain skeptical of the intentions of ethics committees, believing that these ethical efforts are mostly symbolic, with ethical AI becoming a popular ‘corporate buzz phrase’ for internal committees, job titles, and philanthropic initiatives.79 The rapid development of AI requires the creation of overarching bodies or committees to examine, monitor, track and research the ethical implications of the technology.

AI Ethics and Value Judgments

The functional use of AI ethics and values looms over many applications. One of the more prominent examples is the value judgments involved in AI programming for autonomous vehicles. As many have noted, a truly autonomous vehicle would have to make split-second decisions in case of dangerous situations where the car’s AI could be forced to make a decision saving one life versus another.

The MIT Moral Machine: An Example of AI and Ethical Judgements

In a situation where a collision is unavoidable, should the car hit the obstacle and kill its own driver or to swerve into a crowded sidewalk and kill the pedestrians?

Because of these complex issues, M.I.T.’s Media lab invited people from around the world to play a game called ‘Moral Machine’. In this game, players were assigned the role of self-driving car and tasked with decision making in relation to the most ethical outcomes to the above question. Two million people from 200 countries logged more than 40 million decisions in this experiment, making it largest study of moral preferences for machine intelligence ever conducted.\(^80\)

The results of the experiment highlighted the fluid and cultural nature of these moral decisions, grouping responses into three geographic clusters: The Western cluster (North America and Western Europe); the Eastern cluster (a mix of East Asian and Islamic countries); and the Southern cluster (composed of Latin-American countries and African countries). The results of the findings were eye-opening:

Players in **Western cluster** were more likely to spare a business executive than a homeless person, and were also more likely to kill jaywalkers rather than lawful pedestrians.

Players in **Eastern cluster** were more likely to kill a young person and spare an older person.

Players in **Southern cluster** were more likely to kill an overweight person than an athletic person.

Consequently, some research is focussed on the opportunity and the challenges of moral judgments, particularly in the context of an algorithm with life and death implications. Currently, Germany is the only country that has a framework for the ethics of driverless cars, including the prohibition of using personal features or characteristics in the event of unavoidable accident situations.

Given these complexities, it is likely that there will be many years of further debates and discussions over the growing legal, philosophical, moral and ethical implications of AI.

Transparency and ‘Explainability’

Given the potential for bias in AI development and use, the increasing interest in transparent AI decision-making is understandable and reasonable. However, releasing the parameters or mechanics of an AI does not necessarily provide insight into how it actually works in practice. Given the widely varying levels of expertise or knowledge in terms of modern digital technologies, it is challenging to have open and transparent discussions on necessary policies and procedures.

With AI’s growing power and impact, there have been increasing calls for what is referred to as explainable AI (XAI, Interpretable AI, or Transparent AI). Yet the complexity that gives AI power can also make it difficult or impossible to disentangle—it is not always a simple process to reverse-engineer or to deconstruct an AI decision. Neural networks, named for their similarity to biological neural networks, are mysterious and innately opaque; in deep learning, the system is not guided by explicit knowledge and rules but has effectively taught itself by making internal adjustments. What this means is that the system may not necessarily ‘know how it knows what it knows,’ nor is it necessarily able to communicate the foundation of its knowledge. Geoffrey Hinton, one of the most influential pioneers in deep learning, explains this phenomenon in the following way:

“A deep-learning system doesn’t have any explanatory power… the more powerful the deep-learning system becomes, the more opaque it can become. As more features are extracted, the diagnosis becomes increasingly accurate. Why these features were extracted out of millions of other features, however, remains an unanswerable question.”

Despite these challenges, there have been significant efforts by governments and other stakeholder groups to develop guidelines for civil and political rights protections. This includes guidelines to ensure the responsible use of AI to minimize intentional or unintentional discrimination in the public and private sector. The European Union, for example, is looking to develop guidelines for ethical AI that are transparent, explainable, and understood by humans. While the EU’s General Data Protection Regulation (GDPR) does have some explainability requirements, there is still significant uncertainty regarding the level of explainability required, and whether it is enough to be ‘explainable’ as opposed to ‘understandable.’

In the future, there may be a greater need for ethicists and privacy experts to consider the impact and degree of explainability or, at least, transparency of AI in companies adopting new technologies. With such a growing demand, we may see a rise in roles dedicated to ethical AI training, AI auditing, and even remediation when AI solutions inflict harm or damages on people or organizations.

---

AI and Privacy

Given that the development and use of AI is reliant upon the large-scale usage of data (personal, aggregated, and metadata) obvious questions around the privacy and its implications emerge.

Firstly, the increased presence of smart devices (incorporating AI technologies) represents a vulnerability to exploitation of data, especially since there is limited awareness of how much data software and devices generate and share. Examples include smart speakers and connected home devices like Amazon’s Alexa85, Microsoft’s Cortana86, or Google’s Home87. For these devices, the sharing of audio clips with subcontractors has been integral to the development of Natural Language Processing (NLP) for AI voice recognition, but few customers are aware that this is occurring.

Another potentially negative privacy implication of AI is related to the reduction of anonymity. AI could be utilized to identify, track, and monitor individuals. With growing computational power and access to vast amounts of large datasets, AI can de-anonymize this data. Similarly, voice and facial recognition via AI has rapidly progressed in recent years with the potential to compromise anonymity in public, raising questions regarding the use of these technologies by law enforcement.88

87Kaser, Rachel. “Google contractors are secretly listening to your Assistant recordings.” TNW. July 10, 2019. https://thenextweb.com/google/2019/07/10/google-contractors-are-secretly-listening-to-your-assistant-recordings/
Conclusion

Canada is well positioned as a global leader in AI, particularly when it comes to developing world-class research, skilled talent, and—through leadership on important topics and considerations such as privacy—transparency and ethical use of this technology. Canada is quickly developing outstanding post-secondary research institutions with substantial expertise located in world-renowned AI clusters in Montreal, Toronto and Edmonton. Many leading companies from around the world have recognized these strengths and established research labs and other operations in Canada in order to capitalize on Canadian AI development.

Given the need for highly qualified talent to grow and scale Canada’s leadership position in AI, it is important to consider labour market trends and the occupations that are likely to see significant skill shifts and growth in the future as a result of the technology.

ICTC’s AI Augmentation model attempts to showcase some of these changes by assessing the likelihood of different occupations being augmented by AI. AI technologies will have uneven impacts on various roles, making it likely that some occupations will be more susceptible to augmentation than others. Economic shocks have led to the increased adoption of maturing, labour-saving technologies such as AI and automation, which has bolstered productivity while impacting labour market outcomes.

Occupations such as auditors, financial analysts, and healthcare information management practitioners are at risk of being augmented by AI. Therefore, it is imperative that these types of occupations are supported by training options that will allow workers to learn new competencies and, ultimately, benefit from AI efficiencies. Planning for these realities today will create an opportunity for those in occupations highly susceptible to AI augmentation to perform value-added work with better compensation.

As with previous technological advances, AI development will deliver net gains and improvements but also create challenges and hurdles that will necessitate a comprehensive and effective strategy of upskilling and, in some cases, retraining. These strategies will be essential in helping Canadians prepare for a future where AI is no longer a “nice to have” option but an accepted standard and cornerstone of future technological, economic and societal development and advancement.
APPENDIX

Research Methodology

The development of this study utilized a variety of secondary and primary research methods to extract findings and generate insights.

The primary research component included 15 key informant interviews (KIIs) with subject-matter experts and industry leaders on AI topics, including machine learning, deep learning, neural networks, data use and privacy, transparency and explainability, and AI research. Findings on the applications and use of AI in Canada—both in the general economy and across sectors—were extracted via KIIs and a survey (providing 112 responses) on digital transformation in the Canadian economy. ICTC also utilized a survey (providing more than 300 responses) to extract key insights on AI jobs, which were then used to identify critical skills for each role through “web scraping” of job boards. Lastly, the study was presented to a project advisory committee made up of AI experts. These experts came from backgrounds including academia, industry, research, and non-profit groups. The advisory group met twice during the course of the project to discuss, refine and validate findings.

The secondary research component of this study included a robust literature review on AI, its applications across the economy, challenges and important considerations of the technology, as well as literature related to skill categorizations or clusters tied to numerous occupations as reflected by international standards. This was complemented with a variety of secondary data, primarily from Statistics Canada and the US Department of Labor (O*NET).

AI Augmentation Methodology

To understand recent and near-future impacts of AI on the labour market, ICTC devised a bottom-up method of rating occupations by their suitability for narrow-AI augmentation. Unlike the potentially unlimited versatility of Artificial General Intelligence (AGI), narrow AI has in recent years nibbled away at a relatively specific set of competencies. Thus, the approach utilized key insights gathered via primary research and secondary-data analysis and literature review to rank the skills, competencies, knowledges, or aptitudes (hereafter referred to as just ‘skills’) by their suitability for augmentation by narrow AI. Utilizing O*Net data, the relative importance of each 160 different skills corresponds to each occupation code. An AI augmentation score is assigned to each skill depending on its level of sophistication, and the importance of the occupation. Thus, by aggregating the number of skills for each occupation that is augmentable by AI, the degree to which the particular occupation is likely to be impacted by AI can be determined.

For each skill and occupation, a value indicating the level of AI suitability is assigned, depending on the type of skill, skill importance, and skill level. This AI-suitable value is then scaled by the importance of the skill to the occupation, and values are aggregated for each occupation. Sorting occupations by this aggregated value provides an estimate of which occupations are augmentable by AI to a larger or lesser degree.
Limitations of Research

While AI research goes back decades, the field has been in a state of constant transformation, making cutting-edge development difficult to measure and quantify. The challenges around the definition of AI can be ameliorated somewhat by discussions with key informants but, ultimately, it remained necessary to group analyses according to the categorizations of “weak (or narrow) AI” and “strong (or general) AI.” Narrow AI was used in this analysis due to availability of data and accuracy of impact measurement. This means that some future AI potential (particularly as it relates to strong or AGI) may be underestimated.

The AI Augmentation model also involved a judgement of skills and work activities based on their likelihood of AI augmentation, according to qualitative primary research extracted in this study and available secondary research. The task of rating skills (and skill levels) for narrow AI suitability necessarily involves qualitative judgement, but this freedom of judgement is constrained by a strict definition of AI under consideration, the understanding of which was derived from a series of Key Informant Interviews with experts, and by taking the average of ratings from several independent research analysts. In such cases, it is possible that O*NET data may be flawed, or the correspondence between US SOC codes and Canadian NOC codes may have introduced noise and bias. Finally, the model relies on a univariate regression methodology, which guarantees the existence of omitted variables, reverse causality, or other forms of endogeneity in the model. The model does not claim to have identified strictly causal relationships, and instead presents a series of persuasive and statistically significant correlations as evidence of a likely relationship. A more quantitative-style study would attempt to control for covariates such as ‘ease of off-shoring’ and other factors that may be partly driving results, but this level of comprehensiveness is outside the scope of the analysis provided by this paper.

Skills Most Susceptible to AI Augmentation

The AI Augmentation model provides snapshots of both occupations susceptible and less susceptible to AI augmentation, as well as skills. While the report highlights skills less likely to be susceptible to AI augmentation, the following are example of 15 skills likely to be subjected to AI augmentation:

1. Basic Number Facility: the ability to add, subtract, multiply, or divide quickly and correctly.
2. Memorization
3. Physical Strength
4. Speed and Flexibility of Closure: the ability to pick out a pattern of information quickly in the presence of distracting information, even without all the information present.
5. Perceptual Speed: the ability to examine and compare numbers, letters, and objects quickly.
6. Visualization: the ability to imagine how something will look after it is relocated, or when its parts are moved or rearranged.
Response Orientation: the ability to choose quickly between two or more movements in response to two or more different signals.

Clerical Skills

Mathematical Skills

English and Foreign Language Skills

Basic Programming Skills

Operation Monitoring: the ability to monitor gages, dials, or other indicators.

Basic Judgment and Decision Making: the ability to consider the relative costs and benefits of potential actions to choose the most appropriate ones.

Processing Information: the ability to compile, code, categorize, calculate, tabulate, audit, or verify information or data.

Performing Administrative Activities: the ability to perform day-to-day administrative tasks such as maintaining information files and processing paperwork.